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OBJECTIVE: To present a computerized system for rec-
ognition of Fuhrman grade of cells in clear-cell renal 
carcinoma on the basis of microscopic images of the neo-
plasm cells in application of hematoxylin and eosin stain-
ing.
STUDY DESIGN: The applied methods use combined
gradient and mathematical morphology to obtain nuclei
and classifiers in the form of support vector machine to
estimate their Fuhrman grade. The starting point is a mi-
croscopic kidney image, which is subject to the advanced
methods of preprocessing, leading finally to estimation of
Fuhrman grade of cells and the whole analyzed image.
RESULTS: The results of the numerical experiments
have shown that the proposed nuclei descriptors based 
on different principles of generation are well connected
with the Fuhrman grade. These descriptors have been
used as the diagnostic features forming the inputs to the
classifier, which performs the final recognition of the
cells. The average discrepancy rate between the score of
our system and the human expert results, estimated on
the basis of over 3,000 nuclei, is below 10%.

CONCLUSION: The obtained results have shown that
the system is able to recognize 4 Fuhrman grades of the
cells with high statistical accuracy and agreement with
different expert scores. This result gives a good perspec-
tive to apply the system for supporting and accelerating
the research of kidney cancer. (Anal Quant Cytopathol
Histopathol 2014;36:000–000)

Keywords: cell classification, clear-cell renal carci-
noma, Fuhrman grading, image processing, renal
carcinoma cells.

A clear-cell renal carcinoma (CC-RCC) belongs to
the most common renal malignancy in adults aged
≥ 50 years.1 Renal cell carcinoma attacks males ap-
proximately twice as often as it does females, and is
most commonly diagnosed in patients in their early
60s. The incidence of renal cell carcinoma has grad-
ually increased each year over the past 30 years. The
tumors show a solid, nesting, and tubular pattern of
growth with tumor cells arranged in nests and sep-
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arated from each other by an extensive network of
delicate sinusoidal vascular channels. The tumor
cells are generally large and polygonal and show
the distinct cell membranes. The cytoplasm is opti-
cally clear in most cells. The nuclei are small, round
to slightly oval, and regular. They can be recog-
nized on the basis of one or even a few nucleoli.

The degree of the nuclear atypia is used for grad-
ing these carcinomas. The most popular and wide-
ly used system for grading CC-RCC is a nuclear
grading system described in 1982 by Fuhrman.2 The
Fuhrman grading scheme utilizes 4 nuclear features
for assigning a specific grade: nuclear size, nuclear
shape, chromatin pattern, and size of the nucleoli. 
It is defined on a scale of 1–4, where grade 1 carries
the best prognosis and grade 4, the worst. The grade
is strictly correlated with the stage of development

of illness. Nuclear grade has been shown to be in-
dependent on the tumor type as a prognostic factor,
but its value in specific histological subtypes of
renal cell carcinoma is still in question.

The grading schema of CC-RCC is based on the
microscopic image of the neoplasm cells with
hematoxylin and eosin (H&E) staining. Figure 1
presents typical examples of cells corresponding to
these 4 different grades.

Grade 1 tumors have the round, uniform nuclei
with inconspicuous or absent nucleoli. Nuclear con-
tours at grade 2 are more irregular than in grade 1;
the nuclei are about 15 microns in diameter. They
may be visible at high magnification. At grade 3 
the nuclear contours are even more irregular in size
and shape. The nuclear diameters can approach 20
microns, and the nucleoli are readily seen. The size

2 Analytical and Quantitative Cytopathology and Histopathology ®Kruk et al

Figure 1 The typical histological appearance of different grades of CC-RCC: (A) grade 1, (B) grade 2, (C) grade 3, and (D) grade 4 (H&E
stain, × 400).
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of cells at grade 4 exceeds 20 micrometers, and the
pleomorphic and hyperchromatic nuclei, and prom-
inent nucleoli in a minority of cells, are usually ob-
served.

The simplest method for assessing the Fuhrman
grade is based on the observation of nucleoli at 
different magnifications. If nucleoli are visible at a
magnification of 400×, it indicates Fuhrman grade
1. If they are visible at a magnification of 200×, this
indicates Fuhrman grade 2, and so on.2,3

More advanced systems utilize a few nuclear 
features for assigning a specific grade to the cells:
nuclear size, nuclear shape, chromatin pattern, and
even number and size of nucleoli. However, for 
distinguishing between grade 1 and 2 and between
grade 2 and 3, careful evaluation of each component
of the grading scheme is needed. Interobserver
variability exists due to the mostly subjective as-
signment of the nuclear grade. The difficulty in ac-
curate nuclear grading arises due to the hetero-
geneity of nuclear features in the same tumor and
due to small changes between the neighboring
parts of the tumor.

A study by Perroud et al4 shows the existence of
clusters in the multidimensional space, associated
with different grades of Fuhrman, confirming the
possibility of an automatic grade recognition. Gi-
anazza et al5 have shown the application of pro-
teomics analysis combined with the support vector
machine and the genetic algorithm to recognizing
different stages of CC-RCC, achieving a sensitivity
of recognition of the malignant stage from the 
others in the range of 90%.

Bektas et al6 have presented the results of a study
on intraobserver and interobserver variability of
the Fuhrman grading system. They show that the
results of recognition change significantly when the
same images have been assessed by two different
experts (the mean interobserver variability for the
four-tiered system evaluated using κ-statistics
equals κ = 0.416). The intraobserver variability is
also very high as determined by the same expert
checking the same cases at two different times (the
mean κ-value for four-tiered system equals 0.486).
This demonstrates that there is an urgent need to
develop a computerized system based on the sam-
ples assessed independently by many experts. Such
a system will incorporate their knowledge and ex-
perience into the evaluation procedure.

However, up to now there are no published solu-
tions directed to such an automatic process of rec-
ognition of the Fuhrman grade on the basis of the

computerized image analysis of slides representing
CC-RCC. There are only some scarce works related
to the application of artificial intelligence methods
to the classification of cells in different pathological
cases, e.g., hepatocellular carcinoma7 or colon cells.8

However, each type of pathology has its own spe-
cific nature and needs a special approach. The pilot
study on the research of CC-RCC and a discussion
of problems associated with this task was presented
at the European Congress on Telepathology and
has been published.9

The main task of this project is to develop an 
automatic computer system that would evaluate
the Fuhrman grade of renal cells with the accuracy
comparable to that of human experts. To solve the
problem, we have applied the support vector ma-
chine (SVM) classifier based on the data represent-
ing over 100 patients. To counteract the problem of
biasing the score, we have used 3 medical experts
(authors of this paper). Each expert was responsible
for the manual estimation of the Fuhrman grade 
of cells for the same set of images. In the learning
phase of the system we have used only the cells for
which class assignments were the same in the as-
sessment of all experts. In this way we incorporate
the average knowledge and experience of different
experts in the learning process of the classifier,
thereby reducing the interobserver and intraob-
server variabilities.

We herein present the computerized solution,
which is able to perform this grading without in-
tervention of the human operator. The solution in-
cludes (1) the application of image filtering tech-
niques and mathematical morphology to extract the
cells (nuclei) from the whole image, (2) generation
and selection of diagnostic features, and (3) appli-
cation of the classifier for the final estimation of the
Fuhrman grade of CC-RCC cells.

Materials and Methods

We used a database from the Military Institute of
the Health Services that was created for research
purposes and was prepared between the years
2005–2013. Seventy CC-RCC cases representing 
all 4 Fuhrman grades were evaluated and used in
the learning phase of the system. In the verification
of the established system we used an additional 62 
patients of different grades of the illness and ana-
lyzed 94 randomly selected images representing
those patients.

Digital images of H&E-stained kidney neoplasm
cells of the appropriate tumor area were collected.
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They were acquired at a magnification of 400 ×
through an Olympus BX-61 microscope and taken
with an Olympus DP-72 camera in RGB format at a
resolution of 2070 × 1548.

The appropriate fields representative for the tu-
mor areas were selected by the experts. In the nu-
merical experiments of the system learning we col-
lected the cells from 105 histological slides which
were assessed in the same way by all experts. The
base of 3,446 microscopic images of nuclei extracted
from these slides was created and annotated by the
medical experts. Table I presents the population of
cells belonging to all Fuhrman grades (classes).

Algorithm for Estimation of Fuhrman Grading of
Nuclei

To achieve the automatic grading system of cells we
had to solve the following tasks: the segmentation
of the individual cells (nuclei) from the image using
the mathematical morphology and color-based op-
erations, the preprocessing stages which lead to the
extraction of the nuclei of carcinoma, the generation
of features of the extracted cells, the selection of the
most important features, and the final recognition
stage relying on the classification of data. Accord-
ing to this description the algorithm is composed 
of the following stages: (1) reading the image and
segmentation of the nuclei, (2) generation of the 
numerical descriptors treated as the features char-
acterizing the nuclei, (3) evaluation of the most im-
portant class discriminative features, (4) application
of the classifier for the determination of the Fuhr-
man grade of cells, and (5) saving the results to the
data base.

Segmentation of Nuclei from Image

The first step of the image processing10 (after read-
ing it from the proper database) is the segmentation
of the nuclei. The investigated base of the images
was created from the microscopic photos taken in
2,070 × 1,548 resolution and saved in TIFF (tagged
image file format). In further processing we con-
sidered only the red component of the RGB image.
This choice was done based on the observation that
the chromatin is best visible in this component and

at the same time the background (disturbing pro-
cess) is the least visible. It is well demonstrated in
Figure 2.

In these experiments 70 slides of the kidneys,
each representing different patients, were used.
Over 3,000 nuclei (cells) were segmented and saved.
Among those cells all 4 grades of Fuhrman were
present.

The first step is the smoothing and filtering of the
image, i.e., removal of the small particles that dis-
turb the image.9 It is an important operation, allow-
ing us to avoid a lot of unimportant details in 
the edge detection process by using the gradient
method. This operation was implemented in 3
steps: (1) the histogram equalization enhancing the
contrast of the image (transformation of the values
of an intensity for better visibility of chromatin), 
(2) the morphological erosion at circular structural
element of 5-pixel size (found in experiments to be
optimal), and finally (3) the application of the Gaus-
sian filter. In the last operation we applied the win-
dow size 50 × 50 and sigma = 4, found as optimal.
After all these operations we attained a smooth
image.

The next step is the edge detection––the crucial
part of the nuclei segmentation.10,11 The accuracy 
of this step affects the whole result of the segmen-
tation. To counteract the different luminosities of
parts of the image arising from H&E staining, we
decided to apply the gradient method of the nuclei
detection instead of the often-used automatic
thresholding, e.g., the Otsu method.10,11

Representing the image intensity at the position
(x,y) by I(x,y), the discrete gradient components in 
x and y directions are described as follows9,11:

I(x + h,y) – I(x – h,y)
∇xI(x,y) = __________________ (1)

2h

I(x,y + h) – I(x,y – h)
∇yI(x,y) = __________________ (2)

2h

In our implementation we applied h = 2 pixels. On
the basis of these two values we form one scalar dis-
crimination function, expressed in the form.

1
F(x,y) = (___________________) (3)

∇xI(x,y)2 + ∇yI(x,y)2

The discrimination function of the defined above
gradient was found to be significantly resistant to
the noise of the background. This can be well illus-

4 Analytical and Quantitative Cytopathology and Histopathology ®Kruk et al

Table I The Cell Population Included in the Experiments

Class 1 2 3 4

No. of cells 1,164 1,133 786 363

Pag
e 

Pro
of

DO N
OT 

DUPLI
CA

TE

Pag
e 

Pro
of

DO N
OT 

DUPLI
CA

TE

Pag
e 

Pro
of

DO N
OT 

DUPLI
CA

TE



trated on the exemplary subimage representing the
small part of the nucleus as is shown in Figure 3.

After performing the task of the edge detection,
we prepare the binary mask, representing the nu-
clei discovered in the image. In this step few mor-
phological operations are used: smoothing, filling
the holes created in the nuclei by the gradient, and
clearing the image by applying the morphological
operations of closing and opening. Figure 4 illus-
trates the succeeding steps of this stage in the image
processing.

After performing all of these preprocessing steps,
the image may still contain some groups of glued
nuclei that should be also separated. This was done
by using the watershed algorithm.11,13 The crucial
point in this step is to choose the proper size of the
window, responsible for finding the local minima.
In our experiments we have found the size of 20
pixels as the most universal for the images under
analysis. Figure 5 shows the exemplary result of the
application of the watershed algorithm to the image
of Figure 2a.

In an automatic nuclei localization the structures
not representing the nuclei might be extracted also.

According to the medical experts the nuclei should
have similar shape factors, which may differ slight-
ly from the circular shape. All segmented structures
must therefore undergo the test of circularity. We
estimated the lengths of the major and minor axis
for each structure. The extracted structure is accept-
ed as the nucleus if the ratio between its major and
minor axis does not exceed the value of 1.5. This
value was found in experiments as the most opti-
mal, leading to the best identification of nuclei in
the slides.

After segmentation of the image, all nuclei are
saved to the file as the separate objects for further
processing. Examples of the automatically seg-
mented nuclei corresponding to different Fuhrman
grades are shown in Figure 6. They are depicted in
such a way as to preserve the proportion of sizes 
as much as possible. It is easy to observe the vari-
ability among the cells corresponding to different
Fuhrman grades. They differ by the size, texture,
presence or absence of small nucleoli, the details of
color, the homogeneity of the structure, etc. From
the medical diagnostic point of view the most im-
portant issue is the recognition between the groups

Volume 36, Number 0/Month 2014 5Computerized Recognition of Fuhrman Grade

Figure 2 The original RGB image (a) and its views at red (b), green (c) and blue (d) components.

a b c d

Figure 3 Illustration of the gradient approach to the edge detection. (A) Original subimage. (B–D) Transformed structure: (B) original
image in red component, (C) image after smoothing, and (D) gradient for of image.
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of nuclei belonging to the first 2 and the last 2
Fuhrman grades.

Generation of Numerical Descriptors of Nuclei

To build an automatic classification of the cells, we
must generate the numerical descriptors well repre-
senting the nuclei. They have been created in such a
way as to characterize the texture, the geometrical
shape, and the color. The first group of descriptors
are related to the texture.14,15 We have applied the
Haralick approach. The descriptors are based on the
statistics related to gray-level co-occurrence matri-
ces.14 The co-occurrence matrices (the square matri-
ces with dimension N, where N is the total number
of the gray levels in the image) focus on the distri-

bution and the relationship among the gray levels
of the neighboring pixels of the image. The [i,j]th 
element of this matrix is produced by counting the
total occurrences of the pixel with the value i adja-
cent to the pixel with the value j and then subse-
quently dividing the whole matrix by the total
number of such comparisons that are made. The 
adjacency is defined to take place in horizontal, 
vertical, left and right diagonal directions, in a two-
dimensional square pixel image, and as a result we
can calculate 4 of this kind of matrices. The texture
features are then created on the basis of averaging
all of these 4 co-occurrence matrices.

From these averaged matrices many Haralick
texture descriptors of the statistical nature can be

6 Analytical and Quantitative Cytopathology and Histopathology ®Kruk et al

Figure 4 Illustration of the following steps of the image processing: (A) image after smoothing, (B) gradient form, (C) image after filling the
holes, (D) the binary mask of segmented nuclei after final morphological operations of closing and opening.
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evaluated. In this application we have limited our
consideration to the following14:

1. energy
2. contrast
3. correlation

4. sum of variances
5. inverse difference moment
6. entropy
7. information measures of correlation 1 and 2
8. sum average
9. sum entropy

10. sum variance
11. difference variance
12. contrast
13. difference entropy.

The additional set of descriptors has been generat-
ed on the basis of 4 texture features defined in the
paper.16 They describe the distribution of the nu-
clear chromatin while considering the heterogene-
ity, granularity, condensation, and margination of
the chromatin in the cell nuclei. The following 4 de-
scriptors have been defined using these measures:

14. heterogeneity
15. margination
16. clump
17. condensation.

The next set of descriptors is related to the geomet-
rical parameters of the nuclei. They include the fol-
lowing12:

18. area

Volume 36, Number 0/Month 2014 7Computerized Recognition of Fuhrman Grade

Figure 5 Illustration of the final step of the watershed algorithm
application.

Figure 6
The examples of the 
segmented nuclei of different
Fuhrman grades.
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19. major axis length
20. minor axis length
21. eccentricity
22. convex area
23. equivalent diameter defined by

4 · areaed = √________ (4)π

24. solidity described by the expression

areasolidarity = ___________ (5)convex area

25. perimeter.
The color descriptors were defined in a relative
form as the ratio of the sum of intensities of the par-
ticular color (R, G, B) to the sum of the intensities of
all colors. They include:

26. ratio of the pixel intensities of the red (R) com-
ponent

R
SR = _________ (6)

R + G + B

27. ratio of the pixel intensities of the green (G) 
component

G
SG = _________ (7)

R + G + B

28. ratio of the pixel intensities of the blue (B) 
component

B
SB = _________ (8)

R + G + B

The last set of descriptors is based on the histogram
of the image. These descriptors represent:

29. mean of histogram
30. standard deviation of histogram
31. kurtosis of histogram.

In this way 31 numerical descriptors, candidates for
the diagnostic features, have been generated for all
nuclei. Among them there were more or less class
discriminative features. The natural step is there-
fore evaluation of their importance as the diagnos-
tic features at the recognition of the classes. To 
select the most important we have applied the for-
ward and the backward stepwise regression called
stepwisefit.11

It is a systematic method for adding and remov-
ing terms (each representing the column of the
input data represented by the matrix X) from the
multilinear model on the basis of their statistical
significance in the regression. The procedure begins
with an initial model and then compares its clas-

sification power of the incrementally larger and
smaller models. At each step of the processing the 
p value of F-statistics is estimated to test the models
with and without the potential term. If the term is
not currently in the model, the null hypothesis is
that the term would have a zero coefficient after
adding it to the model. If there is a sufficient evi-
dence to reject the null hypothesis, the term is
added to the model. On the other side, if a term is
currently in the model, the null hypothesis is that
the term has a zero coefficient. If there is an in-
sufficient evidence to reject the null hypothesis, the
term is removed from the model. The process ter-
minates when no single step improves the model.
The method is locally optimal since different initial
models or a different sequence of steps may lead to
different solutions.

In practical implementation of the method we
used a small part of the data (around 20% of the
total number of samples representing all Fuhrman
grades) for finding the optimal values of parame-
ters penter and premove controlling the stepwisefit
procedure. We apply the results of this procedure in
the classification, accepting this set of parameters,
which leads to the smallest misclassification error.

Support Vector Machine Classification System

As the classifier we have used the SVM of the
Gaussian kernel.16 It is a feedforward network of
one hidden layer (the kernel function layer) known
for excellent generalization ability. In contrast to
other neural solutions the learning problem of SVM
is formulated as the task of the separation of learn-
ing vectors into two classes denoted by either di = 1
(one class) or di = –1 (the opposite class), with the
maximal separation margin. This margin is formed
in the learning stage according to the assumed
value of the regularization constant C providing
some robustness of the classifier to the noise.

The great advantage of the SVM is the unique 
formulation of the learning problem leading to the
quadratic program with linear constraints, which is
easy to solve. The SVM of the Gaussian kernel has
been used in our application. The hyperparameters
σ of the Gaussian function and the regularization
constant C have been adjusted by repeating the
learning experiments for the set of their predefined
values and choosing the best one on the validation
data sets. The optimal values of these parame-
ters were γ = 0.3 and C = 10,000. The SVM classifier
needs application of the carefully selected set of
input signals forming the diagnostic features, hence

8 Analytical and Quantitative Cytopathology and Histopathology ®Kruk et al
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it cooperates strictly with a stepwise regression pre-
sented in the previous section.

To deal with a problem of many classes, we ap-
plied the one against one approach.18 In this ap-
proach we train many local two-class recognition
classifiers (all two-class combinations), on the basis
of which the final winner is selected. At M classes
we have to train M(M–1)/2 two-class SVM net-
works. In the simplest case, the majority voting of
all trained classifiers is applied to find the final 
winner at the processing of the actual input vector
x. In our case, at the existence of 4 classes we have
to train 6 two-class SVM networks, and the majori-
ty dictates the class membership of the analyzed
sample.

Results of Numerical Experiments of Cell
Recognition

In the numerical experiments of cell recognition we
have used the base of several thousand images of
the nuclei, each annotated by 3 experts responsible
for the same set of images. In further experiments
we have used only the cells of the class member-
ships that were the same in the assessment of all ex-
perts. Their population was 3,446. Then each image

of the nuclei was preprocessed to create the numer-
ical descriptors according to the given definitions.
As a result each cell was represented by the set of 31
descriptors.

The first step is to assess the discriminative abili-
ty of the potential features and choose only these of
the highest discriminative power. The multilinear
stepwise regression built in the form of the step-
wisefit function of Matlab12 was used. Since it is 
of the local optimality, we have repeated it many
times at different values of penter and premove
parameters, using 20% of the available data. The 
results of the feature selection in each run were 
applied to the SVM classifier with the Gaussian 
kernel. As an optimal we regarded the set leads to
the best classification results. It was found by as-
suming the control parameter’s equal: penter = 0.06
and premove = 0.10.

The estimated p values for testing whether the
particular feature is important or not in the recog-
nition are presented in Figure 7. A small estimated 
p value corresponding to the particular descriptor 
is evidence of its significance in the recognition
process. At the values of the parameter penter = 0.06
and premove = 0.10 (found as the best), we identified

Volume 36, Number 0/Month 2014 9Computerized Recognition of Fuhrman Grade

Figure 7
The estimated p values of the
succeeding descriptors in the
stepwisefit procedure.
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8 descriptors (1, 5, 10, 12, 13, 15, 24 and 27) that ex-
ceeded the allowed level of the p value. They have
not been included in the optimal set of features
used in the recognition. The best selected set of fea-
tures was formed by the descriptors of the follow-
ing numbers: 2, 3, 4, 6, 7, 8, 9, 11, 14, 16, 17, 18, 19, 20,
21, 22, 23, 25, 26, 28, 29, 30, 31. We can observe that
the selected features belong to all families of de-
scriptors (texture, geometry, color and histogram).
This result proves that the assumed wide spectrum
of descriptors generated on the basis of different
principles was the right direction of research.

It is interesting to compare the selected set of fea-
tures with their Fisher discriminative values (indi-
vidually for each feature f at recognition of ith from
jth class) expressed by the formula

|E(fi) – E(fj)|Sij(f) = ____________ ,                                               (9)
σ (fi) + σ (fj)

where E(fi) and σ (fi) represent the expected value

and standard deviation, respectively, of the feature
f in ith class. Table II presents the values of this mea-
sure for each feature at all combinations of classes.
The last column of the table presents the average
value of these discriminative measures over all
combinations of classes.

Bold notations denote the features that have been
found by the stepwise regression as the least signif-
icant in the recognition process. As we can see, the
application of the Fisher measures to the individual
features has produced a bit different sequence of
features. According to the Fisher measure some 
features (for example 6, 26, 28) have low discrimi-
nation ability. However, they have been included in
the set of the best features by the stepwise regres-
sion. It confirms the known fact that a feature not
having the best individual discrimination ability
may perform a meaningful role in recognition while
cooperating with others.

After selection of the best set, we started the 

10 Analytical and Quantitative Cytopathology and Histopathology ®Kruk et al

Table II Values of the Fisher Measures of the Individual Descriptors at the Recognition of All Combinations of Classes

Descriptor S12 S13 S14 S23 S24 S34 Average(Sij)

1 1.4485 0.2934 0.4985 1.0483 0.4784 0.2975 0.6618
2 2.598 2.5782 2.6053 0.3625 0.5449 0.2506 1.4439
3 0.5855 1.2401 0.2568 1.6512 0.5848 0.4554 0.7793
4 1.8640 1.0078 0.9729 0.4738 0.2328 0.0807 0.7630
5 0.1809 0.2529 0.2226 0.0018 0.0246 0.0136 0.0891
6 0.9037 0.5347 0.4492 0.2665 0.2465 0.0278 0.3791
7 2.5702 1.3740 1.2943 0.9676 0.4469 0.2717 1.2218
8 1.3405 0.2179 0.4243 1.0124 0.4622 0.2842 0.6029
9 1.9265 0.7389 0.8979 1.0607 0.4316 0.2369 0.8797
10 0.8431 0.7349 0.6388 0.0612 0.0230 0.0536 0.3918
11 3.4951 2.8560 2.5298 0.4690 0.0263 0.2420 1.6024
12 0.7912 1.0704 0.9008 0.3066 0.2749 0.0568 0.5676
13 0.1988 0.2948 0.2682 0.4728 0.2692 0.0416 0.2417
14 0.5147 0.8957 0.9472 0.4029 0.4948 0.2860 0.5729
15 1.5180 0.0145 0.2513 1.4239 0.7353 0.2880 0.6878
16 2.1764 0.0209 0.3610 2.0457 1.0564 0.2700 0.9877
17 0.9286 1.0408 0.7652 1.8752 1.2362 0.0241 0.9777
18 2.3543 5.3372 6.2648 3.0204 3.8134 1.4817 3.6946
19 1.4795 3.2479 3.3696 1.6723 1.9467 0.6830 2.0552
20 1.7538 2.9551 2.9392 1.2369 1.4107 0.4808 1.7998
21 0.6757 0.3035 0.6042 0.9187 0.9384 0.2659 0.6171
22 2.3515 5.3264 6.2900 3.0220 3.9289 1.5772 3.7490
23 1.6592 3.0528 3.2165 1.4488 1.6414 0.5541 1.9088
24 0.0134 0.0150 0.0530 0.0114 0.0433 0.0297 0.0270
25 1.6745 3.2754 3.3920 1.5542 1.8682 0.6840 2.0567
26 0.2583 0.7604 0.4840 0.5291 0.2714 0.0713 0.3928
27 1.1353 0.0662 0.4947 1.0980 0.2724 0.3907 0.5742
28 0.6959 0.4781 0.5630 0.2743 0.0508 0.2405 0.3488
29 2.7911 5.5818 6.8892 2.8509 4.2597 1.8660 4.0225
30 3.4573 4.9093 5.8892 1.5808 2.8874 1.5194 3.3746
31 0.8901 1.2974 1.6032 2.0897 1.9312 0.4351 1.3758

Bold numbers denote the features that have been found by the stepwise regression as the least significant in the recognition process.
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experiments of testing the presented solution. The 
remaining 80% of the database was split into 10 ap-
proximately equal parts containing randomly se-
lected samples. We applied the tenfold cross vali-
dation procedure in which 9 parts of data were used
in learning and the last one was used in testing. In
each run the testing part was exchanged and their
results of testing added to the others. The results of
the computerized system have been compared to
the actual expert assessments of the grade. The final
results in the form of a confusion matrix are depict-
ed in Table III. The rows represent the percentage of
the real class memberships (the agreed expert
scores), and the columns represent the actually rec-
ognized classes. Each of the off-diagonal elements
of the matrix mean misclassification.

The average of the diagonal terms of the confu-
sion matrix represents the estimated weighted ac-
curacy of the cell recognition system. Its value is
equal to 93.3%. There were 192 misclassifications
out of 2,866 samples. This means that the total aver-
age percentage error of the cell recognition was
equal to 6.7%. Observe that the most misclassifica-
tions happened between the neighboring classes.
There are only single misclassifications between the
extreme classes. On the basis of the results present-
ed in Table III, we can determine the other impor-
tant measures of the quality of our system in the
form of the sensitivity and the class precision. We
can separately determine their values for the recog-
nition of each class (the Fuhrman grade) with re-
spect to the rest. These values for each grade are de-
picted in Table IV.

The lowest value of sensitivity corresponds to the
fourth grade. The main reason for this is the small-
est number of representatives of this class in the
database used in the experiments. This has resulted
in some biasing of the applied classifiers.

In medical practice quite often there is a need to
recognize only two classes in the introductory as-
sessment of CC-RCC (class 1 = the first two grades,
and class 2 = grade 3 and 4 taken together). If we an-

alyze such an arrangement of classes, the confusion
matrix is as shown in Table V.

In this case the relative misclassification error of
the cells’ recognition is equal to only 2.35%. The
sensitivity for determination of class 1 is now equal
to 98.9%, and 96.5% for class 2. The respective val-
ues of the class precisions are 96.58% and 98.87%.

Results of Recognition of Grade of Tumor Cases

The results of the analyzed nuclei are used to draw
the final conclusion regarding the total Fuhrman
grade for the investigated tumor case, representing
the particular patient. In summary, the following
procedure of the whole analysis is applied:

• Extract all nuclei existing in the slide image of
the particular patient and apply the proposed
procedure leading to their classification to one
of four Fuhrman grades.

• Determine the total number of cells of the
image in each class of the Fuhrman grade of all
analyzed images of the considered case and
their proportion to the total number of all cells.

• The final Fuhrman grade of the investigated
tumor case is the highest grade that is repre-
sented by > 10% of cells in the consecutively
analyzed images.

The exemplary result of such a procedure for one
image of CC-RCC is illustrated in Figure 8. It shows
the enlarged fragment of the image, which was 
assigned by the human expert to grade 2. In this 
example 20 objects were segmented. Fifteen of them
were recognized by our algorithm as grade 2, three
as grade 1, and two (two structures of oblong
shape) were not classified as the nuclei. The image
as a whole should therefore be assigned to grade 2. 

The important problem in the computerized
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Table III Confusion Matrix of the Recognition of the Cell 
Fuhrman Grade

Grade 1 Grade 2 Grade 3 Grade 4

Grade 1 0.967 0.025 0.008 0
Grade 2 0.035 0.942 0.015 0.008
Grade 3 0.006 0.048 0.916 0.030
Grade 4 0.010 0.048 0.099 0.843

Table IV Class Sensitivity and Precision of the Method in 
Determination of All Fuhrman Grades

Fuhrman grade 1 2 3 4

Sensitivity 96.7% 94.2% 91.6% 84.3%
Precision 94.99% 88.01% 88.25% 95.69%

Table V Confusion Matrix for the Recognition of 2 Classes of the 
Fuhrman Grades (2-Tiered System)

Grade 1 + 2 Grade 3 + 4

Grade 1 + 2 0.989 0.011
Grade 3 + 4 0.035 0.965
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recognition of Fuhrman grade is the lack of a gold
standard that can be used in learning. As was
shown in the paper by Bektas,6 the interobserver
variability in the assessment of Fuhrman grade on
the basis of the image analysis is quite large. In our
solution the training of the automatic system relied
on three experts who assessed the common set of
images in the same way. Thanks to this the system
is able to incorporate the diagnostic knowledge
from different sources, reducing in this way the in-
terobserver variability.

To check the performance of our system in the
recognition of the Fuhrman grade for the cases 
representing different patients, we performed addi-
tional experiments using the earlier trained system.
We used a newly acquired set of images that did not
take part in the learning process. It was composed
of 94 images representing 62 patients of different
Fuhrman grade. The mean patient age was 62.58,
with a standard deviation of 12.69 (range, 32–81
years). Forty-five percent of patients were male and
the rest were female. Slides of all cases were re-
scored independently by 3 experts blinded to the
prior scores. Each slide was assigned to a Fuhrman
grade according to the opinion of the particular 
expert. The results of expert assessments were 
compared to the outcome of our computerized au-
tomatic system (AS). The comparison was done on
the basis of Cohen’s kappa methodology.19 We
compared our results with all three experts and also
the results among the experts. They are presented
in Table VI in recognition of all 4 grades.

We observed the satisfied agreement between the
results of our system and the experts’ results. They
were better than the level of agreement among the
experts. The average value of kappa for our system
was 0.4508, while for the three experts it was only
0.2878. It is evident that our system has learned the
proper knowledge from the experience of different
experts.

It is interesting to compare the interobserver
agreement of the individual classes related to the
case of best kappa of our automatic system (AS and
expert 2) and the best kappa for two experts (expert
1 and 2). In the first case we got 64.8% (grade 1),
80.6% (grade 2), 76.9% (grade 3), and 50.0% (grade
4). The appropriate values for two experts (1 and 2)
of the best kappa were 71.4% (grade 1), 60.0%
(grade 2), 40.7% (grade 3), and 25.0% (grade 4). The
small values of agreement seen at grade 4 is a result
of a very small number of such cases among the 
analyzed data (in all cases their estimated number
was not higher than 5).

We also compared the grade estimation results in
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Figure 8 The enlarged fragment of (A) the analyzed original image of CC-RCC and (B) the class-annotated cells (H&E stain, magnification
1,500×).

A B

Table VI Cohen Kappa Values for the Results of Recognition of 
4 Fuhrman Grades (4-Tiered System)

AS Expert 1 Expert 2 Expert 3

AS –– 0.4246 0.5049 0.4230
Expert 1 0.4246 –– 0.3660 0.2499
Expert 2 0.5049 0.3660 –– 0.2476
Expert 3 0.4230 0.2499 0.2476 ––
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the application of only a two-tiered system. In this
case the grades 1, 2 and 3, 4 were combined togeth-
er, forming two cumulated classes 1 + 2 as class 1
and 3 + 4 as class 2 (a two-tiered system). The results
in the form of the Cohen kappa values for this case
are shown in Table VII.

This time we also got good agreement of our re-
sults and the experts’ scores. The average value of
kappa for our system is 0.5689. The mean value for
the three experts was only 0.4240.

Conclusion

This paper has presented a new approach to the as-
sessment of the Fuhrman grade of CC-RCC cells.
The starting point of the analysis is the microscopic
image of neoplasm cells of the kidney, stained with
H&E. The first step is an automatic extraction of the
nuclei existing in the image. This problem was
solved by applying the gradient method to the nu-
clei detection in combination with the morphologi-
cal operations and the watershed algorithm.

In the next phase the images are converted to the
numerical descriptors, forming the potential fea-
tures that may be used as the input signals in the
final classification stage. We generated them on the
basis of the texture, geometry, histogram, and color
representation. In this way 31 potential features
were created. In the following phase their class 
discrimination ability was checked by applying the
multilinear stepwise fit regression. According to the
results of that stage, 23 important diagnostic fea-
tures were selected.

In the last step the selected diagnostic features
were used in the class recognition of the individual
cells applying the SVM. The final stage of checking
of the developed system’s efficiency was performed
in the tenfold cross validation approach using the
database of > 3,000 nuclei. The obtained results
have shown that the system is able to recognize 
4 Fuhrman grades of the cells with an average ac-
curacy of 93.3%.

The advantage of machine learning is the auto-
matic inclusion of some “statistical” approach to the
potentially contradicting verdicts of experts. In this
way different points of view represented by the 
experts have been taken into account at the final de-
cision of the computer. The probability of making
the correct decision has been increased in this way.
This conjecture was confirmed by the results of the
experiments performed on the additional set of
data, in which we compared the agreement of the
outcome of our system and the assessment results
of 3 independent experts. This comparison shows
that the Cohen’s kappa index of our system is bet-
ter than the kappa values among the independent 
experts.

The important advantage of the system is its re-
peatability of scores, which is in great contrast with
the human expert results, which are significantly
dependent on the particular choice of the expert
and his/her mental and physical condition at the
time. Moreover, the system allows a reduction in
time required for the image analysis in comparison
to the human expert, thus accelerating the research
in this area.
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